***Notes on cryptanalysis of the Hill Cipher***

*Jeudi 25/02:*

Beginning of the lecture first done by Alina Matyukhina.

***Intro:***

So the basics of Hill cipher is the separation of the plain text in blocks of size *d*, and to multiply each block by the key which is a matrix *d x d*. As this cipher is linear, it is easy breakable.

Hill cipher:

The plain text space is defined by the set of ALL meaningful English strings of length multiple of an integer d. (the length of the blocks). Each characters belong to Z/26Z.

To encode and get the cipher text C we do C = K \* X (where K is the key and X the plaintext) the whole modulo 26.

To decode as the matrix K of the Key is invertible, we just get X = K^-1 \* C and modulo 26 again.

So if you intercept d^2 pair of C/P you can easily do a mapping and find the matrix K.

Note on brute force*:*

To do an exhaustive search on the whole space of matrix K, you need 26^(d²) matrix multiplication because for each letter of the alphabet you need to test a matrix that is of size *dxd,* and then chose those who are meaningful when you multiply so O(d^3\*26^(d²)). Work with cipher text length = 1.27*d².*

Improvement of the brute force attack:

We can use the divide and conquer method instead of using the full redundancy of English language, so we could get to O(d^3\*26^(d²)/d!) as we didn’t get the good one but permutation, so it leads to O(d²\*26^(d²)/log(d)). Work with cipher text length at least 8.96d² - 0(log(d)).

Then we would get to O(d\*26^(d)) by removing repetitive calculations with a precomputation time of O(d²)

Last improvement:

With the Chinese Reminder Theorem, we could get to a final complexity of O(d\*13^d) (it applies as we are in Z/26Z) , but the length of the cipher text in the divide and conquer must be λ\*n.

***Goal of this project:***

So now the goal of this project is to present new cipher text-only attack. We first recover matrix K in Z/2Z. Observe the probability distribution of P in Z/2Z, or the bias of it. Then we proved that the largest bias (λ.X) can be obtained with *weight(*λ) = 1.

Preliminary mathematical concepts and application:

So we can first reduce due to the Chinese Remainder Theorem as Z/26Z = Z/2Z X Z/13Z.

If we take the characteristic function of the random variable X we get:![\begin{align}
\phi_{X}(t)&=\mathbb{E}\left[e^{itX}\right]\\
&=\mathbb{E}\left[\cos (tX)\right]+i\ \mathbb{E}\left[\sin (tX)\right].
\end{align}
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And bias(P) = ϕ(2π/p) in Z/pZ. We got p = 2 in our case and end up with E [(-1) ^X)]. By the formula of the expectation for a discrete random variable we end up with:

E [(-1) ^X)] = (-1)^0 Pr(X=0) + (-1) Pr(X=1) = Pr(X=0) - Pr(X=1) = 2Pr(X=0) – 1.

*Vendredi 26/02:*

Key recovery modulo 2:

*Note:* λ *is a fixed vector*

We first assume that all letters are independent and identically distributed in Z/2Z, and so λ.X = λ1.X1 + λ2.X2+ ...

A lemma (proof easy with the E [(-1) ^X)]) tells us that for a bloc of letters X taken from a random text bias(λ.X) = ε^(weight(λ)) , where the weight(λ) is the number or coordinates in vector λ with value 1. Where ε is the bias of a letter.

If the vector λ is null, we got a trivial solution of bias(λ.X)=1 , it’s the largest because the bias is bound to [-1,1].

We clearly see that the bias has exponential decay and so the largest non-trivial bias(λ.x) is with weight(λ)=1.

Another lemma use now the matrix K (so the cipher block at the end to be exact)

We have Y = K\*X , the d nonzero vectors μ with largest bias(μ.Y) are the colums of (K^T)^-1

Then by an easy proof we just get that this bias is equal to the previous one and thus the largest non-trivial bias(μ.Y) are obtain by μ= (K^T)^-1 .λ with weight(λ) = 1.

Recovering Key Matrix:

If we take a lot of cipher texts: Y1, … ,Yn , we can now with the previous relation find the d vectors μ such that the bias is the largest. The problem is to compute the vectors μ given that many sample vectors Y.

We can compute μ.Y1 , … , μ.Yn , and do the mean , if n is large engough so that bias(μ.Y) by the Hoeffding’s bounds. If we take Sn = = n.bias(μ.Y) = n

We know recall that is tge number of coordinates of vector with value 1, if they are > 1 let’s called it bad , and the number is

Now we take X1, … , Xn independent random variables. They are almost surely bounded (assumption) meaning that Pr(Xi [ai,bi])= 1.

We define Sn to be the sum of Xi and we get:

*Dimanche 28/02:*

The probability of fail of algorithm 1 part 1 can be calculated as following:

Pr(Sn(

With m = -

Probability of fail stays:

Pr(fail)

In our case we are in Z/2Z so amplitude is [-2 ;2] = 4, and #samples = n , #good = d , #bad and gap

Now if we take back μi=.λj , where the λj are unit vector colum and μi are obtained from Algorithm 1.

If we do . We see that this result gives only one letter of , indeed is a ligne vector with only one coordinate to 1.

Finding the correct order of vectors in Key Matrix:

To do this we’ll find the first one and the last one and find the others consectutively.

We assume that a pair of letters with same position of difference l from a random text are independent and identically distributed. We define pl to be the probability that this pair is (0,0).

If we take to indices I and I’, we have μi=.λj and μi’= .λj’ , so are 2 letters in at position j and j’.

Now there is 2 possibilites either they are at 1 from each other or at a distance l.

If . So the probability is called p1

When j’=j+l, the probability is pl

Assume we know vectors μi1 , μi2 ,… , μit-1 , to get μt you need to compute n00(i) = and take it such tat n00(it) is minimum.

Then we calculate the probability the proba to fail in this case and get formula

Getting First and Last vectors:

So to resume it we do n00(I,I’) and look at the first pair witth lowest n00 it should be the last , first vector pair.

***Algorithm 1 details:***

So it’s in 3 parts, first you find the element of μ thanks to the cipher texts and the mean.

Then you retrieve it in the right order and find in the meantime the first and last element of the set

And eventually you do iterations to find all the other μ vectors.

Complexity:

So we can improve this by doing a FFT , instead of Sn = we can do , where ny= #{k,}.

It’s more or less the number of time k that a value y is taken by the random variable . From this we have a total complexity of O(d\*.

*Mardi 01/03:*

Lecture de proving Hard-Core predicate using list deconding:

A hard core predicate of a one way function is a predicate b that is easy to compute given x but hard given f(x). <x,y> is the inner product.

*Mercredi 02/03:*

Lecture de proving , continuation.( drop about 5 minutes to hard on the morning)

17h30 , need to finish the hill cipher first so:

Key recovery modulo 26:

Why are they saying that we need to use K to get Xi as we are getting them ?

SO after recover key matrix in 2/2Z by having all cipher Y1,..,YN and all plain texts X1,…,XN. One way is to use research in Z/Z13 , but we believe here it’s possible to find Z/26Z without using Z/13Z.

We use a hash map using a very long text , then search for mapping between segment of ref text and plain text modulo 2.

To do the hash table what we do is: (if n is the length of segment)

#(seg in ref) = len(ref text) – n + 1 when this is done ,we take our decrypted plaintext in Z/2Z and divide it in block too so: #(str in plain) = len(plain text) – n + 1

Then we observe good matching (segment are equal before modulo 2 reduction) and bad matching (segment are different but equal modulo 2)

We assume all segment of length n are independent with the same distribution

Theorem rényi entropy:
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Dans le cas où -log\_2Pr(a=b)

E(#good matching) = (#segment in reference) \* (#segment in plaintext) \* |reference text| \* |plain text|\* Pr(a=b)

The probability (in the English text to fin ) to find two segment with following occurrence = and so (

We take (from experiment 2)

E(#all matching) |reference text| \* |plaintext| \*

So the ration E(#good matching)/E(#all matching) = for independent letters.

To be clear the algo is as following :

First use algorithm 1 , find plaintext in Z/2Z. Then do a hash table.

Then you repeat this:

Select d matching , for each of these matching (segi,stri) : extract blocki from segi and str’I from stri and ciphertexti such that : K\*ciphertexti mod 2 = blocki

Solve and compute , the number of iteration is 1/ration which is

Looking at experiments:

Only the last one is really interesting .

***References details:***

Simple and practical algorithm for the sparse fourier Transfo:

So Discrete fourier transform , 0(nlogn) , this algo compute the k-sparse Fourier Transorm in O() , but n must be a power of 2 and the approximation error is < 1/k||x-xk||

Framework:

Hashes into B bucket in BlogB time, but hashing needs a random hash function and collision B > 4k.

Leakage:

Take Fi 1 if i<B 0 else call it the boxcar filter. DFT(F.x,B)=subsample(DFT(F.x,n);B)=subsample(F\*x;B) , So DFT of boxcar filter is sinc , decays as 1/i. Need a better filter

Filter:

Needs for F:

Sup(F) ; F ; |F|< except near 0

So Gaussian filter with standard deviation , so that DFT has .

With F = G\*H , we got a correct hash and no collision

Algorithm:

For O(log n) different permutation of ,compute subsample (F\*,B). Estimate each xi as median values it maps to

To find S: choose all that map to the top 2k values

Nk/b candidates to update at each iteration.

It’s faster than FFTW for n/k >2,000 and faster thant AAFFT for n/k <1,000,000

Deterministic sparse fourier Transfo approximation via Follong Arithmetic Progressions:

A significant Fourier Transform (SFT) algorithm, given a threshold t and oracle access to a function f , outpus all the t-significant Fourrier coefficients of f , i.e only those whose magnitude exceeds T||f||22 signification ici de ce 22 en haut et bas ?

In this paper present the first *deterministic* SFT algo for function over Zn which is Local , Robust to random noise.

So first randomized SFT achieved complexity of Log N and 1/t for function over any finite abelian group. We say that a deterministic SFT algo achieves the KM benchmark if it’s complexity is polynomial in Log N and 1/t and T

**Definition: L1(f) =**

Theorem 1:

*There is a deterministic algo such that:*

Given N , t ,T and oracle access to a function f:Zn🡪 C such that L1(f) < T ,the algo outputs all the t-significant Fourrier coef of f

Given N , t ,T and oracle access is to a function f’:Zn🡪 C where f’ = f+ n such that L1(f) < T , and n is a t/3 random noise , ,the algo outputs all the t-significant Fourrier coef of f with probability at least 1-1/N